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ABSTRACT

The accuracy of architecture-based reliability evaluations depends on a number of parameters that need to be estimated, such as environmental factors or system usage. Researchers have tackled this problem by including uncertainties in architecture evaluation models and solving them analytically and with simulations. The usual assumption is that the input parameter distributions are normal, and that it is sufficient to report the attributes that describe the system in terms of the mean and variance of the attribute. In this work, we introduce a simulation-based approach that can accommodate a diverse set of parameter range distributions, self-regulate the number of architecture evaluations to the desired significance level and reports the desired percentiles of the values which ultimately characterise a specific quality attribute of the system. We include a case study which illustrates the flexibility of this approach using the evaluation of system reliability.

Categories and Subject Descriptors
D.2.11 [Software Architectures]; C.4 [Performance of Systems]; D.2.4 [Software/Program Verification]: Reliability

General Terms
Reliability, Design
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1. INTRODUCTION

Architecture-based quality evaluation models are an important asset during design of software intensive embedded systems. The benefit of these evaluation models is especially evident in the architectural design phase, since different design alternatives can be evaluated and software architects are able to make informed decisions between these alternatives. To date, a number of evaluation models have been proposed for evaluating specific quality attributes such as performance [3, 5], reliability [15] and safety [22]. However, for a considerable number of parameters the architecture evaluations are based on estimates. These estimations tend to use field data obtained during testing or operational usage, historical data from products with similar functionality, or reasonable guesses by the domain experts. In practice, however, parameters can rarely be estimated accurately [2, 13, 21]. In this paper, we investigate different aspects in relation to the parameter uncertainties in architecture based quality evaluation having specific focus on reliability, and formulate a framework that constitutes specification, evaluation and quantification of probabilistic quality attributes in the presence of uncertainty. In the context of software-intensive systems design, the sources of uncertainty can be classified into two major categories.

Aleatory uncertainty is the inherent variation associated with the physical system or environment under consideration [30]. This category refers to the sources that are inherently stochastic in nature. Physical uncertainties such as noise in electrical conductors, humidity, temperature, material parameters, behaviour and instantaneous decisions of operators are examples in the domain of embedded systems. This type of uncertainty cannot be avoided [6].

Epistemic uncertainty is uncertainty of the outcome due to the lack of knowledge or information in any phase or activity of the modelling process [30]. This source of uncertainty reflects the lack of knowledge on the exact behaviour of the system. Uncertainties of this type are subjective and depend on factors such as maturity of the design and models, experience of the application domain, and the coverage and extent of testing.

Manifestations of the above two types of uncertainty exist in the parameters of software architecture such as software components, inter-component interactions, hardware components, communication links, behavioural distributions, operational profile and use cases. In this paper, we address the problem of architecture-based quality evaluation of probabilistic properties, when the external and probabilistic model parameters are subjected to uncertainty. We focus on probabilistic quality attributes and the probabilistic models that are used to obtain the quantitative metrics from the architecture. The accuracy of the architecture evaluation models
and the goals are not questioned, and considered out of the scope of this study.

**Related Work.** In the context of software architecture evaluation under uncertainty, a considerable amount of work can be found in the area of sensitivity analysis with respect to the parameters of probabilistic quality models. Most of the approaches to date have concentrated on specific quality attributes. In the area of architecture-based reliability evaluation Cheung [9] presented a sensitivity analysis method for his original reliability model with a composite Discrete-Time Markov Chain (DTMC) abstraction. The method is purely analytical and consists of a number of 2\textsuperscript{nd} and 3\textsuperscript{rd} order partial derivatives of system reliabilities which are hard to estimate in real cases. Goˇseva-Popstojanova et al. [21] proposed the method of moments to calculate the sensitivity of a system’s reliability to component reliabilities and transition probabilities analytically. Cortellessa et al. [12] discussed the significance of error propagation to other parts of the system. Their sensitivity analysis can help identify the most critical system components. Coit et al. [37, 10] have used means and variances of reliability estimates of software components to analytically derive the mean and variance of the reliability of a redundancy allocation. With the assumption of normal distributions for input, Finodella et al. [13] derived the distribution of system reliability from a multinomial distribution. Coit et al. [11] presented an analytical approach to obtain the lowerbound percentile of the reliability in series-parallel systems whereas similar analytical approach can be seen in evaluation of reliability bounds [7]. All of the above methods have taken an analytical approach to quantify the sensitivity, where the applicability is limited to analytically solvable models. However, these analytical sensitivity analysis methods are hard to generalise. Furthermore, all the discussed approaches assume the parameter distributions are normal and variations can be characterised by the mean and variance alone.

Goˇseva-Popstojanova et al. [20, 19] have shown that analytical methods of uncertainty analysis do not scale well, and proposed a Monte Carlo (MC) simulation based method. With the help of experimental validation they demonstrated that the MC methods scale better than the method of moments approach [17]. Similarly, Marseguerra et al. [26] have used mean and variance estimates of component reliabilities to obtain the mean and variance of the system reliability using MC simulation. These approaches have extended the applicability of uncertainty analysis to the analytically solvable models, assuming the applicability of specific reliability models and input distributions. Yin et al. [38] has proposed a DTMC simulation-based approach to derive system reliability from the probability distributions of component reliabilities under the assumption that component and system reliabilities are gamma-distributed. Axellson [2] has also highlighted the significance of MC based approaches in cost evaluation with uncertainty.

However, the existing MC-simulation-based uncertainty analysis approaches are based on the assumption that there is a specific continuous input distribution and that the resulting sample distribution is normal or Weibull. However, practical experience in connection with some studies [25, 14] show that the actual distributions are hard to determine. Mean-and-variance-based quality evaluations are not sufficient for architecture-based decision making in the case of safety-and-mission-critical systems.

**Contribution and Overview of the Paper.** In this paper we introduce a new Monte-Carlo-based architecture evaluation method, which allows heterogeneous and diverse uncertainties as they naturally occur in software architecture evaluation models [2, 31, 32, 38]. Figure 1 illustrates the elements of the novel approach and their relationships. The leftmost element represents the specification of the software components, hardware, usage profile and quality requirements. We introduce the ability to incorporate heterogeneous information about the uncertainty of parameters at the specification phase. Model-based quality evaluations are used to determine the quality of the prospective system on the basis of the architecture. Based on the results of multiple Monte Carlo (MC) simulations, estimates for the quality attributes of the architectures are computed. A novel dynamic stopping criterion stops the MC simulations when sufficient samples have been taken.

![Figure 1: Architecture evaluation under uncertainty](image)

2. **EXAMPLE APPLICATION**

The example of a deployment architecture which assigns of software components to a hardware infrastructure of electronic control units (ECUs) is used to illustrate the concepts introduced in this paper. The software components belong to the Anti-lock Brake System (ABS) of a car. ABS is a system that maintains traction during braking manoeuvres to prevent skidding. It is therefore a crucial safety feature found in most of contemporary cars. The system and its parameters are briefly described in this section, and further details can be found in [28].

### 2.1 Software Components and Interactions

The software components in this example are treated as black boxes [23], i.e. a description of the externally visible parameters such as is available, internal structures are unknown and not modifiable. The components interact to implement a set of services, defining the functional units accessed by the user of the system. The ABS activity is initiated in one software component (with a given probability) which may employ many auxiliary components it is connected to via communication links. The process and logical views of the subsystems are depicted in Figure 2a. The ABS Main Unit is the major decision making unit regarding the braking levels for individual wheels, while the Load Compensator unit assists with computing adjustment factors from the wheel load sensor inputs. Components 4 to 7 represent transceiver software components associated with each wheel, and communicate with sensors and brake actuators. Brake Pedal is the software component that reads from the paddle sensor and sends the data to the Emergency Stop Detection software module.

**Software component parameters**

(a) **Workload (wl):** computational load of a software component in executing a requested task; expressed in MI (million instructions).
Fig. 2: Software components and their deployment to HW topology in the ABS system

(b) Execution initiation probability \( q_0 \): the probability of the program execution starting at this component.

Interaction parameters

specified for a link from component \( C_i \) to \( C_j \).

(a) Data size \( d_s \): the amount of data transmitted from software component \( C_i \) to \( C_j \) during a single communication event; expressed in KB (kilobytes).

(b) Next-step probability \( p \): the probability that a service calls component \( C_j \) after component \( C_i \).

2.2 Hardware Topology and Deployment

The hardware model used to deploy the software components is comprised of a distributed set of certified ECU s having different capacities of memory, processing power, access to sensors, etc. ECU s communicate through buses. Many types of buses with different data rates and reliability can be present. The ECU s and the bus system that compose the hardware architecture for the system is depicted in Figure 2b. In this example, we consider one of the feasible deployments of software components to the hardware architecture. The numbers in Figure 2b refer to the allocated software components with corresponding ids in Figure 2a.

ECU parameters

(a) Processing speed \( p_s \): the instruction-processing capacity of the ECU; expressed in MIPS (million instructions per second). This is used to calculate the execution time, which is a function of processing speed of the ECU and the computation workload of the service.

(b) Failure rate \( f_r \): failure rate (of the exponential distribution \[8, 1\]) that characterises the probability of a single ECU failure.

Bus parameters

(a) Data rate \( d_r \): the data transmission rate of the bus; expressed in Kbps (kilobytes per second). This is used to calculate the latency in data transmission, as it is a function of the data rate of the bus and the amount of data transmitted during the communication.

(b) Failure rate \( f_r \): failure rate of the exponential distribution characterising data communication failure of each bus.

2.3 Objectives

The problem in focus is to evaluate the reliability of the ABS function from the deployment architecture. With respect to the deployment, two sources of failure are considered for reliability evaluation which have been defined in \[28\].

Execution failures: Failures may occur in the ECU s during execution of a software component, which affects the reliability of the software modules running on that ECU. For this illustration, we assume a fixed deterministic scheduling that happens in an ECU while a software component is executing or queued leads to a service execution failure.

Communication failures: Failure of a data communication bus when a software component communicates with another one over the bus, directly impacts a failure in the service that depends on this communication.

The annotations, model and evaluation of the reliability are presented in later subsections.

3. SPECIFICATION OF UNCERTAIN PARAMETERS

Even when there is uncertainty in the parameter space, not all the parameters have necessarily probabilistic values. Often there are considerable dissimilarities between parameters whose values cannot be definitively determined. Since it has been established that the variability of parameter estimates significantly affects the quality metric of the architecture \[17, 4, 34\], it is important to capture the variability characteristics as accurately as possible. Given these considerations, we comprehend architecture parameters as a mix of precise and imprecise sets.

3.1 Probability Distributions

As a means to capture heterogeneous uncertainties in parameter estimation, we propose to use generalised probability distributions. A parameter in an architecture specification is considered as a random variable, whose variability is characterised by its – continuous or discrete – distribution. For the parameter specifications in the architecture descriptions we propose a generic notation that can cater to the conventional point estimates. Some guidelines to obtain the PDFs at the design stage can be given as follows.

- Derive from the source variations. The uncertainty of pa-

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Specification Syntax</th>
<th>Range</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>( \text{NORMAL} )</td>
<td>( (-\infty, \infty) )</td>
<td>( \text{NORMAL} ), 0.056</td>
</tr>
<tr>
<td>Beta</td>
<td>( \text{BETA} )</td>
<td>( \alpha, \beta )</td>
<td>( \text{BETA} ), 10.2</td>
</tr>
<tr>
<td>Shifted Beta</td>
<td>( \text{BETAH} )</td>
<td>( \alpha, \beta )</td>
<td>( \text{BETAH} ), 3.5, 2.10</td>
</tr>
<tr>
<td>Exponential</td>
<td>( \text{EXP} )</td>
<td>( \mu )</td>
<td>( \text{EXP} ), 7.5 \times 10^{-4}</td>
</tr>
<tr>
<td>Uniform</td>
<td>( \text{UNIFORM} )</td>
<td>( a, b )</td>
<td>( \text{UNIFORM} ), 3.5, 4.0</td>
</tr>
<tr>
<td>Gamma</td>
<td>( \text{GAMMA} )</td>
<td>( \alpha )</td>
<td>( \text{GAMMA} ), 4.15</td>
</tr>
<tr>
<td>Weibull</td>
<td>( \text{WEIBULL} )</td>
<td>( \alpha )</td>
<td>( \text{WEIBULL} ), 1.5</td>
</tr>
<tr>
<td>Discrete</td>
<td>( \text{DISCRETE} )</td>
<td>( x_0, x_1, \ldots, x_n )</td>
<td>( \text{DISCRETE} ), 2.0, 4, 2.1, 0.5, 2.3, 0.1</td>
</tr>
</tbody>
</table>

Table 1: Probability distributions and their specification
rameters are often manifestations of different sources. Information from hardware manufacturers, third party software vendors or system experts is useful in characterising the uncertainty in specific parameters. In some situations, the distribution of the source variables can be obtained and consequently, the desired parameter’s distribution can be approximated from its sources.

Example ▷ The failure rate (λ) of an ECU is a function of its ambient temperature (T in Kelvin) [8], such as λ = 4 · 10⁻⁶ · T + 100. Consider an automotive electronic system where the temperature profile around ECU X varies between 300K and 400K, has a 370K mode and is skewed right. The PDF of λ of ECU X can be derived and specified as λ × BETA SHD, 400 × 4 · 10⁻⁶, 500 × 4 · 10⁻⁶, 10, 2

- **Histogram approximation** Prior information on the parameters may be available. For certain parameters, large numbers of raw data may be available as a result of testing. In such situations, the PDFs can be approximated from the histograms of the raw data.

Example ▷ In functional test executions of the system model, the histogram of the test results indicated that the message transfer probability from component C_i to component C_j is normally distributed. The average of the samples is 0.2 with a variance of 0.04. Therefore, the transfer probability can be given as p_{i,j} = NORMAL, 0.2, 0.04

- **Uniform approximation** It is common to have limited information on the range of the variation without any specification on variation within the range. Uniform distributions can be used in approximating such situations.

Example ▷ The system has a need to communicate with a new external service X, of which we only know that its worst case response time is 1.0s. The communication link takes at least 5ms for the data transfer. rt = UNIFORM, 5 · 10⁻³, 1.0

- **Specify distinct information as a discrete-sample distribution** : In cases where the a parameter can only vary within a discrete set, discrete-sample distributions can be used to capture it. This is a very powerful feature in our approach as in most of the practical situations, it is relatively easy to obtain discrete estimates.

Example ▷ Experts have indicated that the request rate (rr) for a service X can be either 200 or 800 per second. In 75% of the cases it is 200. This will be given as rr = DISCRETE, 200, 0,75, 800, 0,25

3.3 Illustration Using the Example

Not every parameter pertaining to the current example is subject to uncertainty. For instance, the processing speed(ps) of an ECU or the computational load(SDL) of a software component can realistically be considered fixed and deterministic. However, parameters such as the failure rates of ECUs, failure rates of buses, execution initiation probabilities and transition probabilities are subject to uncertainty and have to be estimated. Table 2 shows an example set of parameters.

The probabilistic specification of parameters in the tables reflect the variability of these parameters in relation to the automotive ABS system. It is realistic to assume different distributions for the same parameter in different problem instances [1, 8, 18, 28]. The sources of these values may be different in each instance. Hence, within the same column, we may have mentioned different PDFs as well as distinct values.

4. PROBABILISTIC MODEL CONSTRUCTION

4.1 Propagation of Uncertainty in Models

The specification of architectural elements as discussed above requires a new model for quality evaluation. Different quality attributes can be evaluated using different modelling approaches as discussed in related work section in the introduction. In the case of probabilistic quality attributes, the evaluation models are also probabilistic. The model parameters are often derived from the parameters of the architectural elements. This process results in one-to-one, one-to-many, many-to-one or many-to-many relationships of architecture parameters to the parameters of probabilistic model. As we have incorporated probabilistic specification of parameters of architectural elements, the probabilistic notion is transformed to the evaluation model parameters. Due to the fact that the inputs are probability distributions, the resulting evaluation model parameters become probability distributions or functions of probability distributions.

4.2 Illustration Using the Example

In order to obtain a quantitative estimation of the reliability of the automotive architecture in focus, a well-established DTMC-based reliability evaluation model [15, 16, 35] is used. An absorbing DTMC [35] is constructed for each subsystem
be obtained from the ECU parameters. The execution time is defined as a function of the software–component workload and the processing speed of its ECU. Similar to the models used in [1, 27], the reliability of the ABS system considers both ECU and communication link failures. In detail, the reliability of a component \( c_i \) can be computed as:

\[
R_i = e^{-f_r(d(c_i))} \frac{v(c_i)}{P(c_i)} \tag{1}
\]

where \( d(c_i) \) denotes the ECU allocation relationship of component \( c_i \). A similar computation can be employed for the reliability of communication elements [27], which, in our model, are characterised by the failure rates of hardware buses, and the time taken for communication, defined as a function of the buses data rates \( dr \) and data sizes \( ds \) required for software communication. Therefore, the reliability of the communication between component \( c_i \) and \( c_j \) is defined as:

\[
R_{ij} = e^{-f_r(d(c_i), d(c_j))} \frac{ds(c_i, c_j)}{P(c_i, c_j)} \tag{2}
\]

The expected number of visits of a DTMC node \( v_i : C \rightarrow \mathbb{R}_{\geq 0} \), quantifies the expectation of use of a component (or subsystem) during a single system execution. This can be computed by solving the following set of simultaneous equations [24, 16]:

\[
v(c_i) = q_0(c_i) + \sum_{j \in I} (v(c_j) \cdot p(c_j, c_i)) \tag{3}
\]

The following expansion of the formula (3) can be used to express the equation in matrix form:

\[
v(c_0) = q_0(c_0) + v(c_0) \cdot p(c_0, c_1) + v(c_1) \cdot p(c_1, c_0) + \ldots + v(c_n) \cdot p(c_n, c_0) + v(c_0) \cdot p(c_0, c_1) + v(c_1) \cdot p(c_1, c_0) + \ldots + v(c_n) \cdot p(c_n, c_1)
\]

\[
v(c_2) = q_0(c_2) + v(c_0) \cdot p(c_0, c_2) + v(c_2) \cdot p(c_2, c_0) + v(c_0) \cdot p(c_0, c_2) + v(c_2) \cdot p(c_2, c_0) + \ldots + v(c_n) \cdot p(c_n, c_2)
\]

\[
\vdots
\]

\[
v(c_n) = q_0(c_n) + v(c_0) \cdot p(c_0, c_n) + v(c_n) \cdot p(c_n, c_0) + \ldots + v(c_n) \cdot p(c_n, c_n)
\]

In matrix form, the transfer probabilities \( p(c_i, c_j) \) can be written as \( P_{n \times n} \), and the execution initiation probabilities \( q_0(c_i) \) as \( Q_{n \times 1} \). The matrix of expected number of visits \( V_{n \times 1} \) can be expressed as:

\[
V = Q + P^T \cdot V \tag{4}
\]

With the usual matrix operations, the above can be transformed into the solution format:

\[
I \times V - P^T \times V = Q \tag{5}
\]

\[
(I - P^T) \times V = Q \tag{6}
\]

\[
V = (I - P^T)^{-1} \times Q \tag{7}
\]

For absorbing DTMCs, a term that applies to the model used in this illustration, it has been proved that the inverse matrix \((I - P^T)^{-1}\) exists [35].

The expected number of visits of a communication link, \( v(l_{ij}) : C \times C \rightarrow \mathbb{R}_{\geq 0} \), quantifies the expected number of occurrences of the transition \((c_i, c_j)\) for each link \( l_{ij} = (c_i, c_j) \). To obtain this value, we have extend the work of Kubat et al. [24] for computing the expected frequency of system component access to communication links. In the extension, we understand communication links as first-class elements of the model, and view each probabilistic transition \( c_i \xrightarrow{p(c_i, c_j)} c_j \) in the model as a tuple of transitions \( c_i \xrightarrow{p(c_i, l_{ij})} l_{ij} \xrightarrow{1} c_j \), the first adopting the original probability and the second having probability = 1. Then we can apply the above, and compute the expected number of visits of a communication link as:

\[
v(l_{ij}) \approx 0 + \sum_{x \in X} (v(x) \cdot p(x, l_{ij}))
\]

\[
= v(x) \cdot p(x, c_j) \tag{8}
\]

where \( X \) is the subset of the indexes of components using link \( l_{ij} \) in the deployment under scrutiny.

Based on the relationships obtained in equations (1) and (2), the reliability of the deployment is calculated as follows:

\[
R \approx \prod_{c_i \in C} R_{(c_i)} \cdot \prod_{i,j \in I} R_{ij}^{v(l_{ij})} \tag{9}
\]

Some of the entries for the parameters in Table 2 \( p_{ij} \), \( fr_i \), \( fr_{ij} \), \( q_0 \) are probability distributions. These parameters form part of the final reliability calculation in equation (9). The matrix formula (7) contains entries of heterogeneous PDFs for \( p_{ij} \) and \( q_0 \). Consequently, the model evaluation results of vector \( V \) of formula (7) becomes probabilistic, and cannot be solved with numerical matrix operations. Furthermore, \( R_i \) and \( R_{ij} \) in formulations (1) and (2) are influenced by the probabilistic specifications of \( fr_i \) and \( fr_{ij} \) in Table 2. The propagation of parameter uncertainties to the system reliability \( R \) can be further observed in the use of probabilistic \( V \) in combination with uncertain \( R_i \) and \( R_{ij} \) in (9).

5. QUALITY METRIC ESTIMATION

The probabilistic model with partially uncertain parameter space has to be evaluated in order to obtain the quantitative metric of the quality of the system architecture at hand. It has been emphasised before that these models are often hard to represent as linear mathematical functions. When many parameters are uncertain with diverse distributions, the quantitative metric as a distribution cannot be derived
analytically. Consequently, the Monte-Carlo(MC)-based approach presented here draws samples from the probability distributions of input parameters.

Figure 4 illustrates the architecture evaluation process using MC simulation. The input of the MC simulation of the probabilistic model (PM) is a set of parameters specified as probability distributions (UPs) as well as deterministic/certain parameters (DPs).

5.1 Monte Carlo Simulation

The MC simulation takes samples from input probability distributions of the architectural elements within the probabilistic evaluation model. Any one parameter of an architectural element may contribute to more than one parameter in the evaluation model. Every time a sample is taken from input distribution, all model parameters dependent on this parameter have to be updated. The resulting strategy for a single run of the MC simulation is explained in the following.

1. Sample: A sample is taken from the Cumulative Distribution Function (CDF) of each parameter. Inverse transform method [33] can be used for this process.
2. Update: Using the samples drawn from the input distributions, the numerical values for the evaluation model parameters are updated. Since more than one parameter of the probabilistic model may be dependent on a parameter in the architecture, a Publisher-Subscriber paradigm can be used. Whenever a sample is taken for specific architectural parameter, all the subscribing model parameters are updated and recomputed.
3. Resolve dependencies: The model specific parameter dependencies are solved in this phase. The numerical values for the ongoing transition probabilities are normalised to comply with the model assumptions.
4. Compute: Analytically solve/simulate the model and obtain the quantitative metric of the system quality.

The single run of MC simulation results in one numerical value of the quality attribute ($\tilde{a}$). Due to the probabilistic inputs (UPs), the values obtained from different runs ($\{a_1, a_2, a_3, ..., a_N\} = A$) are most often not identical. From the software architect’s point of view, a single statistical index of a quality metric ($\tilde{a}$) is desirable despite the uncertainty. The level of tolerance in the statistical estimation depends on the application domain and the quality attribute. Depending on the character of the system to be designed, the expected value, variance, quartiles, confidence intervals and worst case values have been used to describe the quality of a system.

One important challenge regarding this estimation is that the actual distribution of the quality metric ($A$) is unknown. The existing uncertainty analysis techniques in software architecture evaluation have a prior assumption on the distribution of the ($A$). With some exceptions [11, 38], most studies assume normal distribution [10, 21]. Due to the heterogeneity of input parameter uncertainty, the non-linearity and complexity of model evaluation techniques, the resulting quality distribution after MC simulation is unpredictable. For our approach, we introduce a generalised estimation of ($\tilde{a}$), using the flexible percentiles while supporting the expected/worst case measures.

5.2 Distribution estimation

From the statistical data ($A = \{a_1, a_2, a_3, ..., a_N\}$) in the MC runs, statistical methods can be used to identify parameters of a candidate distribution. Possible approaches are the method of maximum likelihood and the method of moments, as well as Bayesian estimation [29]. These methods can be applied when prior information about the distribution of the resulting quality metric ($A$) is available. Due to the diverse nature of input parameter distributions and the complexity of the quality evaluation models, estimating prior distribution is hard and computationally expensive, since it would have to be repeated for each architecture evaluation.

5.3 Non-parametric estimation

Non-parametric estimation, has the major advantage of not requiring any assumptions about the probability distribution of the population ($A$). Non-parametric methods lend themselves to providing a generic estimation for flexible percentile estimates ($A$).

Instantaneous objective values for each MC run ($\{A = a_1, a_2, a_3, ..., a_N\}$) are stored and sorted into ascending or descending order. Percentile estimates can be obtained from retrieving the correct position in the array.

Example: Assume the quantitative predictions reliability of an architecture $X$ for each MC run ($A$) have been inserted to a ascending-sorted array $S = s_1, s_2, s_3, ..., s_N$. The 95th percentile of reliability for architecture $X$ is easily obtained calculating index $i = N + 95/100$ of the required entry.

6. DYNAMIC STOPPING CRITERION

All of the estimation techniques discussed above sample from appropriate distributions and obtain a desired statistical index of a quality attribute $\tilde{a}$. However, the accuracy of the estimate $\tilde{a}$ strongly depends on the sample size, i.e. on the number of MC trials carried out. One important characteristic of the problem is that the actual value of the estimate ($\tilde{a}$) or the distribution of $A$ is not known. Large numbers of MC runs cannot be conducted because given the large number of candidate architectures produced in stochastic optimisation, the computational expense is prohibitive.

6.1 Sequential Statistical Significance Test

To solve this issue, we propose a dynamic stopping criterion based on accuracy monitoring. In this approach, the assumptions on the monitored distribution ($\tilde{A}$) are relaxed by transforming the monitoring phase to the estimate $\tilde{A}$. A statistical significance test is carried out on the samples of the statistical index ($\tilde{A}$).

- A minimum of $k$ MC executions ($a_1, ..., a_k$) are conducted before estimating the desired index $\tilde{A}$. After $k$ repeats, one of the methods discussed in Section 5.3 can be used to obtain each $\tilde{a}$.
- The variation of the estimate $\tilde{A} = \{\tilde{a}_1, \tilde{a}_2, \tilde{a}_3, ..., \tilde{a}_k\}$ is monitored for a sliding window of size $k$. Only the last $k$ samples of the estimate $\tilde{A}$ are monitored, as the accuracy of the estimation is a changing property. The objective is to detect if sufficient accuracy is obtained.
- The statistical significance is calculated for the last $k$ estimates [33]:

$$w_r = w_r = \frac{2\pi(1-\nu/2)\sqrt{\hat{a}^2 - (\hat{\bar{a}})^2}}{\sqrt{k}}$$

where : $w_r$ is the relative error, $\bar{a}$ is the average of last $k$ estimates, $\hat{\bar{a}}^2$ is the mean-square of the last $k$ estimates,
α is the desired significance of the test and z refers to the inverse cumulative density value of the standard normal distribution. The relative error \( w_r \) of the estimate \( \hat{A} \) is checked against a tolerance level, e.g. 0.05. The complete algorithm is explained in Algorithm 1.

**Algorithm 1**: Monte Carlo simulation with dynamic stopping criterion

1. \( i = 1, j = 1; \)
2. while \( w_r > \text{tolerable} \, w_r \) do
3. \( a_i := \text{conduct one MC execution();} \)
4. if \( i \geq k \) then
5. \( \hat{a}_j := \text{non-parametric estimate using } (a_1, a_2, a_3, ..., a_i); \)
6. if \( j \geq k \) then
7. \( \bar{a} = \frac{1}{k} \sum_{p=1}^{k} \hat{a}_p; \)
8. \( \bar{a}^* = \frac{\bar{a}}{\sqrt{\frac{k}{\alpha}}}; \)
9. \( w_r = \frac{2z(1-z)/2 - \sqrt{\pi/2}}{\sqrt{\alpha}}; \)
10. \( j++; \)
11. end
12. \( i++; \)
13. end
14. end
15. \( \hat{a}^* = \hat{a}_j; \)

It should be noted that the parameters of the above algorithm, epoch size \( (k) \) and significance \( (\alpha) \) can be set independently from the architecture evaluation problem.

### 6.2 Illustration Using The Example

The above algorithm can be applied on the running example as the following:

1. The reliability model is constructed from the architecture specification. The parameters are sampled according to the specifications in Table 2.
2. Model-specific parameter dependencies are resolved. In the DTMC-based reliability model, model parameters are normalised to satisfy the following properties:
   - The sum of all outgoing transitions \( (p_{ij})'s \) from any non-absorbing node should be equal to 1.
   - The sum of execution initialisation probabilities \( (q_0)'s \) should be equal to 1.
3. These values are subjected to the equation (3) and used to solve the matrix formulae (7). Then the expected visits for the links are calculated using equation (8).
4. From the sampled failure rates of ECUs and buses, reliabilities can be calculated by using formulae (1) and (2). Consequently, the system reliability estimate for the samples obtained in the step (1) can be obtained applying the equation 9. This process represents a single MC run, which yields a reliability value \( a_i \, \in \, A \).
5. The steps (1) to (4) are repeated \( k = 10 \) times, after which the accuracy estimation process starts. Assuming a goal of 90% significance, for \( k \) samples, the initial estimate of reliability \( (\hat{a}_1) \) is computed using non-parametric percentile estimation(5th percentile) described in Section 5.3.

All existing samples are used to estimate \( \hat{a} \) after each MC run. When \( k \) number of estimates \( \hat{a} \) are available, the dynamic stopping criterion in equation 10 is applied.
6. If \( w_r \) is less than a threshold, the last \( \hat{a} \) is considered as the 5th percentile reliability of the architecture. Otherwise, the process repeats from step 1. When the stopping criterion is reached, the final estimate of \( \hat{a} \) is taken as the quality metric \( \hat{a}^* \, \in \, A^* \).

### 7. EXPERIMENTS

#### 7.1 Experiments on the Example

The MC simulation process has been explored using the case study example. The results of 3000 MC trials are presented in Figure 5. The samples for each MC run, taken as described in step 4 in Section 6.2, are scattered as depicted in Figure 5a. It can be seen that the values for the reliability vary from 0.85 to 0.999, which is a significant variation with respect to the notion of reliability. The histogram of the reliability obtained from 3000 samples in Figure 5b shows that the conventional assumption of a normal or Weibull distribution of the system reliability is incompatible with the actual characteristics of the sample distribution obtained from MC simulation.

The goal of the MC run was set to the 20th percentile, i.e. the reliability of the system will be greater than the estimate for 80% of the cases. The epoch size \( k \) was set to 10. The values of each estimation is presented in Figure 5c (note that the graph starts at sample size of 10). Considerable variations can be observed at the early estimations, while an observable stabilisation is achieved after around 100 MC runs. These variations are reflected in the error values (Figure 5d). The stopping criterion uses a significance test configuration of \( \alpha = 0.05 \) and \( w_r = 0.0005 \), which leads to the MC simulation achieving the required accuracy.
7.2 Experiments on Generated Problems

7.2.1 Experiment setup

A series of experiments have been conducted to investigate the presented architecture evaluation approach under uncertainty. The scalability of the approach is explored by generating instances from a range of problem sizes. The objective of each problem is estimation of reliability.

- To represent uncertainties in component reliability figures, each component’s reliability is specified as a random distribution in the range 0.99 – 0.9999. For a single problem, the distributions remain unchanged throughout the experiments to maintain the comparability of the results.
- Additional distributions are introduced to represent uncertainties associated with other parameters. The number of additional uncertainties are varied from 0 to 10 for each problem size in order to investigate the level or uncertainty in different instances. Parameters with uncertainty draw their values from Normal, Uniform, Beta, Shifted Beta, Gamma, Exponential, Weibull and Discrete distributions.
- In order to represent diversity in architecture to model relationships between components, the DTMC is constructed using random relationships between components. Therefore, a parameter may have an effect on randomly selected transition probabilities in the generated DTMC.

- The support for different levels of compromise in the estimation process is captured by optimising each problem instance for median, 25th percentile (75% pessimistic), 5th percentile (95% pessimistic) of the reliability. Dynamic stopping criteria is set to $\alpha = 0.05$, $w_r = 0.005$ and $k = 10$.

The configurations for the problem instances are given in Table 3.

7.2.2 Results

Table 4 lists the results for the expected value, 25th percentile (75% pessimistic), 5th percentile (95% pessimistic) of the reliability using the 16 problem instances and 3 classes of tolerance described in Table 3. $N$ in the table refers to the MC runs that first satisfied the stopping criterion. The estimation of the quality at the stopping condition is listed in the columns $\hat{a}^*$. The MC simulations are carried out for a large number of runs (10000), even after the stopping criterion has been met. The final estimation $a_f$ obtained from 10000 runs is compared with the estimation achieved at the stopping condition. The column $d_r$ indicates the relative difference be-
between $\hat{a}^*$ and $a_f$ calculated as:

$$d_r = \left( \frac{\hat{a}^* - a_f}{a_f} \right)^2$$ (11)

In all cases, the relative difference $d_r$ is less than the relative error $w_r$ calculated by Equation 10. The results show that the approach is applicable to different sizes of the problem as well as diverse levels of uncertainty. The accuracy of the MC simulations comply with the specified tolerance levels. It should be noted that the novel stopping criterion controls the process with the effect of saving large number of computational resources. For example in 5th percentile estimations, many cases have achieved sufficient accuracy with a small number of MC runs, while cases like 12 are automatically continued for longer to obtain an accurate estimation.

7.3 Discussion of The Results

Internal validity. The validity of the approach has been illustrated with respect to the example case study as well as with a series of random experiments. The new framework's capability of handling a diverse range of probability distributions has been validated with the experiments using random distributions. In the experiments, the DTMC-based reliability evaluation model takes on a stochastic relationship to the architecture. It has been shown that the new approach can successfully evaluate a number of very diverse problem instances, indicating versatile applicability. The percentiles estimated by the MC-simulator have been chosen to cover moderate and more pessimistic requirements with the quality attributes in practice. The novel dynamic stopping criterion has been tested for the 16 random cases and for three different percentile estimations, and accuracy of the tests has been validated under the specified tolerance levels. The experiments have been generated to represent a maximum possible degree of randomness.

External validity. It should be noted that all the experiments in this paper explore the model of a single system attribute, reliability. Validity against the spectrum of models and architecture parameters cannot be claimed without further experiments. The framework presented in this paper is deliberately generic and treats the probabilistic evaluation model as a black box, avoiding a dependency on the internal complexity of the model. We suggest that the contribution presented can be applied to any architecture-based evaluation model, even though it has been validated only with regards to a specific reliability model.

8. CONCLUSIONS

In this paper, we have addressed the high-level problem of evaluating reliability based on software architectures in the presence of uncertainty. The evaluation framework introduced in this work provides support for heterogeneous software architecture parameters. Probabilistic parameter values and their evaluation have been accommodated through the use of an MC simulation. A nonparametric significance test as a stopping criterion has significantly reduced the number of trial runs and function evaluations necessary to achieve the desired confidence level. The functionality of the framework has been illustrated using a practical case study. In our future work, we aim to investigate further on general applicability of the approach over the other probabilistic properties that are evaluated based on the architecture. Furthermore, we are currently working on integrating the uncertainty analysis with design space exploration, towards robust architecture optimisation.
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<table>
<thead>
<tr>
<th>Case ID</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTMC Nodes</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Additional Uncertainties</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Experiment configurations
Table 4: Results of the randomly generated experiments against 16 problem instances and 3 classes of tolerance

<table>
<thead>
<tr>
<th>ID</th>
<th>Median (50th percentile)</th>
<th>25th percentile (75% pessimistic)</th>
<th>5th percentile (95% pessimistic)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>a*</td>
<td>αf</td>
<td>d*</td>
</tr>
<tr>
<td>1</td>
<td>19</td>
<td>0.952560</td>
<td>0.954734</td>
</tr>
<tr>
<td>2</td>
<td>19</td>
<td>0.965903</td>
<td>0.962922</td>
</tr>
<tr>
<td>3</td>
<td>19</td>
<td>0.966705</td>
<td>0.968018</td>
</tr>
<tr>
<td>4</td>
<td>19</td>
<td>0.942744</td>
<td>0.932468</td>
</tr>
<tr>
<td>5</td>
<td>19</td>
<td>0.890727</td>
<td>0.902449</td>
</tr>
<tr>
<td>6</td>
<td>19</td>
<td>0.913447</td>
<td>0.907576</td>
</tr>
<tr>
<td>7</td>
<td>19</td>
<td>0.912154</td>
<td>0.914944</td>
</tr>
<tr>
<td>8</td>
<td>19</td>
<td>0.966331</td>
<td>0.965325</td>
</tr>
<tr>
<td>9</td>
<td>19</td>
<td>0.754776</td>
<td>0.785679</td>
</tr>
<tr>
<td>10</td>
<td>28</td>
<td>0.793962</td>
<td>0.736462</td>
</tr>
<tr>
<td>11</td>
<td>19</td>
<td>0.783297</td>
<td>0.776369</td>
</tr>
<tr>
<td>12</td>
<td>19</td>
<td>0.771074</td>
<td>0.748191</td>
</tr>
<tr>
<td>13</td>
<td>19</td>
<td>0.592317</td>
<td>0.594764</td>
</tr>
<tr>
<td>14</td>
<td>64</td>
<td>0.598332</td>
<td>0.594320</td>
</tr>
<tr>
<td>15</td>
<td>35</td>
<td>0.584036</td>
<td>0.586825</td>
</tr>
<tr>
<td>16</td>
<td>269</td>
<td>0.536075</td>
<td>0.538330</td>
</tr>
</tbody>
</table>


